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Fuzzy clustering is an important problem which is the subject of active research in several real-world
applications. Fuzzy c-means (FCM) algorithm is one of the most popular fuzzy clustering techniques
because it is efficient, straightforward, and easy to implement. However, FCM is sensitive to initialization
and is easily trapped in local optima. Particle swarm optimization (PSO) is a stochastic global optimiza-
tion tool which is used in many optimization problems. In this paper, a hybrid fuzzy clustering method
based on FCM and fuzzy PSO (FPSO) is proposed which make use of the merits of both algorithms. Exper-
imental results show that our proposed method is efficient and can reveal encouraging results.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Clustering is the process of assigning data objects into a set of
disjoint groups called clusters so that objects in each cluster are
more similar to each other than objects from different clusters.
Clustering techniques are applied in many application areas such
as pattern recognition (Webb, 2002), data mining (Tan, Steinbach,
& Kumar, 2005), machine learning (Alpaydin, 2004), etc. Clustering
algorithms can be broadly classified as Hard, Fuzzy, Possibilistic,
and Probabilistic (Hathway & Bezdek, 1995).

K-means is one of the most popular hard clustering algorithms
which partitions data objects into k clusters where the number of
clusters, k, is decided in advance according to application purposes.
This model is inappropriate for real data sets in which there are no
definite boundaries between the clusters.

After the fuzzy theory introduced by Lotfi Zadeh, the research-
ers put the fuzzy theory into clustering. Fuzzy algorithms can as-
sign data object partially to multiple clusters. The degree of
membership in the fuzzy clusters depends on the closeness of
the data object to the cluster centers. The most popular fuzzy clus-
tering algorithm is fuzzy c-means (FCM) which introduced by Bez-
dek (1974) and now it is widely used.

Fuzzy c-means clustering is an effective algorithm, but the ran-
dom selection in center points makes iterative process falling into
the local optimal solution easily. For solving this problem, recently
evolutionary algorithms such as genetic algorithm (GA), simulated
annealing (SA), ant colony optimization (ACO), and particle swarm
optimization (PSO) have been successfully applied.
ll rights reserved.
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Particle swarm optimization (PSO) is a population-based opti-
mization tool, which could be implemented and applied easily to
solve various function optimization problems, or the problems that
can be transformed to function optimization problems (Kennedy &
Eberhart, 2001). Pang, Wang, Zhou, and Dong (2004), proposed a
version of particle swarm optimization for TSP called fuzzy particle
swarm optimization (FPSO). In this paper, a hybrid fuzzy clustering
algorithm based on FCM and FPSO called FCM–FPSO is proposed.
The experimental results over six real-life data sets indicate the
FCM–FPSO algorithm is superior to the FCM algorithm and FPSO
algorithm.

The rest of the paper is organized in the following manner. In
Section 2, we investigate the related works and Section 3 intro-
duces fuzzy c-means clustering, in Section 4 fuzzy PSO algorithm
for clustering is discussed; Section 5 presents our hybrid clustering
method, and Section 6 reports the experimental results. Finally,
Section 7 concludes this work.
2. Related works

Runkler and Katz (2006), introduced two new methods for min-
imizing the reformulated objective functions of the fuzzy c-means
clustering model by particle swarm optimization: PSO–V and
PSOU. In PSO–V each particle represents a component of a cluster
center, and in PSO–U each particle represents an unscaled and
unnormalized membership value. Also they compared the pro-
posed methods with alternating optimization and ant colony opti-
mization. ZHAO (2007), presented an ant colony clustering
algorithm for optimally clustering N objects into K clusters. The
algorithm employs the global pheromone updating and the heuris-
tic information to construct clustering solutions and uniform cross-
over operator to further improves solutions discovered by ants.
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In Li, Liu and Xu (2007), in order to overcome the shortcomings
of Fuzzy c-means, a PSO-based fuzzy clustering algorithm is dis-
cussed. The proposed algorithm uses the capacity of global search
in PSO algorithm to overcome the shortcomings of FCM. Gan, Wu
and Yang (2009), proposed the genetic fuzzy K–modes algorithm
for clustering categorical data sets. They treated the fuzzy
K–modes clustering as an optimization problem and used genetic
algorithm to solve the problem in order to obtain globally optimal
solution. To speed up the convergence process of the algorithm,
they used the one-step fuzzy K–modes algorithm in the crossover
process instead of the traditional crossover operator.

In Yang, Sun and Zhang (2009), a hybrid data clustering algo-
rithm based on PSO and KHM is proposed, which makes use of
the merits of both algorithms. The proposed method not only helps
the KHM clustering escape from local optima but also overcomes
the shortcoming of the slow convergence speed of the PSO algo-
rithm. In Liu, Yih, Wu, and Liu (2008), authors used a Fuzzy c-mean
algorithm based on Picard iteration and PSO (PPSO–FCM), to over-
come the shortcomings of FCM.

3. Fuzzy c-means algorithm

Fuzzy c-means partitions set of n objects o = {o1, o2, ... , on} in Rd

dimensional space into c (1 < c < n) fuzzy clusters with
Z = {z1, z2, ... , zc} cluster centers or centroids. The fuzzy clustering
of objects is described by a fuzzy matrix l with n rows and c col-
umns in which n is the number of data objects and c is the number
of clusters. lij, the element in the ith row and jth column in l, indi-
cates the degree of association or membership function of the ith
object with the jth cluster. The characters of l are as follows:

lij 2 ½0;1� 8i ¼ 1;2; . . . ;n; 8j ¼ 1;2; . . . ; c ð1Þ
Xc

j¼1

lij ¼ 1 8i ¼ 1;2; . . . ;n ð2Þ

0 <
Xn

i¼1

lij < n 8j ¼ 1;2; . . . ; c ð3Þ

The objective function of FCM algorithm is to minimize the Eq.
(4):

Jm ¼
Xc

j¼1

Xn

i¼1

lm
ij dij ð4Þ

where

dij ¼ koi � zjk ð5Þ
in which, m (m > 1) is a scalar termed the weighting exponent and
controls the fuzziness of the resulting clusters and dij is the Euclid-
ian distance from object oi to the cluster center zj. The zj, centroid of
the jth cluster, is obtained using Eq. (6).

zj ¼
Pn

i¼1lm
ij oiPn

i¼1lm
ij

ð6Þ

The FCM algorithm is iterative and can be stated as follows
(Bezdek, 1974):

Algorithm 1. Fuzzy c-means:
1. Select m (m > 1); initialize the membership function values lij,
i = 1, 2, ... , n; j = 1, 2, . . . , c.

2. Compute the cluster centers zj, j = 1, 2, ... , c, according to Eq. (6).
3. Compute Euclidian distance dij, i = 1, 2, ... , n; j = 1, 2, ... , c.
4. Update the membership function lij, i = 1, 2, ... , n; j = 1, 2, ... , c

according to Eq. (7).
lij ¼
1

Pc
k¼1

dij

dik

� � 2
m�1

ð7Þ
5. If not converged, go to step 2.

Several stopping rules can be used. One is to terminate the algo-
rithm when the relative change in the centroid values becomes
small or when the objective function, Eq. (4), cannot be minimized
more. The FCM algorithm is sensitive to initial values and it is
likely to fall into local optima.

4. Particle swarm optimization

Particle swarm optimization (PSO) is a population-based sto-
chastic optimization technique inspired by bird flocking and fish
schooling originally designed and introduced by Kennedy and Eber-
hart (1995) and is based on iterations/generations. The algorithmic
flow in PSO starts with a population of particles whose positions rep-
resent the potential solutions for the studied problem, and velocities
are randomly initialized in the search space. In each iteration, the
search for optimal position is performed by updating the particle
velocities and positions. Also in each iteration, the fitness value of
each particle’s position is determined using a fitness function. The
velocity of each particle is updated using two best positions, per-
sonal best position and global best position. The personal best posi-
tion, pbest, is the best position the particle has visited and gbest is the
best position the swarm has visited since the first time step. A parti-
cle’s velocity and position are updated as follows.

Vðt þ 1Þ ¼ w � VðtÞ þ c1r1ðpbestðtÞ � XðtÞÞ
þ c2r2ðgbestðtÞ � XðtÞÞ; k ¼ 1;2; . . . P ð8Þ

Xðt þ 1Þ ¼ XðtÞ þ Vðt þ 1Þ ð9Þ

where, X and V are position and velocity of particle respectively. w is
inertia weight, c1 and c2 are positive constants, called acceleration
coefficients which control the influence of pbest and gbest on the
search process, P is the number of particles in the swarm, r1 and
r2 are random values in range [0, 1].

4.1. Fuzzy particle swarm optimization for fuzzy clustering

Pang et al. (2004) proposed a modified particle swarm optimi-
zation for TSP called fuzzy particle swarm optimization (FPSO).
In their proposed method the position and velocity of particles
redefined to represent the fuzzy relation between variables. In this
sub-section, we describe this method for fuzzy clustering problem.

In FPSO algorithm X, the position of particle, shows the fuzzy
relation from set of data objects, o = {o1, o2, ... , on}, to set of cluster
centers, Z = {z1, z2, ... , zc}. X can be expressed as follows:

X ¼

l11 � � � l1c

..

. . .
. ..

.

ln1 � � � lnc

2
664

3
775 ð10Þ

In which lij is the membership function of the ith object with the
jth cluster with constraints stated in (1) and (2). Therefore, we
can see that the position matrix of each particle is the same as fuzzy
matrix l in FCM algorithm. Also, the velocity of each particle is sta-
ted using a matrix with the size n rows and c columns the elements
of which are in range [�1, 1]. We get the Eqs. (11) and (12) for
updating the positions and velocities of the particles based on ma-
trix operations.

Vðtþ1Þ¼w�VðtÞþðc1r1Þ�ðpbestðtÞ�XðtÞÞþðc2r2Þ�ðgbestðtÞ�XðtÞÞ
ð11Þ

Xðtþ1Þ¼XðtÞ�Vðtþ1Þ ð12Þ

After updating the position matrix, it may violate the con-
straints given in (1) and (2). So, it is necessary to normalize the po-
sition matrix. First, we make all the negative elements in matrix to



Table 1
Results of FCM, FPSO and FCM–FPSO methods on six real data sets.

Instances (n, c, d) FCM FPSO FCM–FPSO

Worst Average Best Worst Average Best Worst Average Best

Iris (150, 3, 4) 71.58 70.43 67.92 69.72 67.39 66.26 62.96 62.55 62.19
Glass (214, 6, 9) 73.37 72.87 72.26 87.37 86.97 86.26 73.11 72.64 72.23
Cancer (683, 2, 9) 2235.8 2213.3 2196.8 2750.1 2724.4 2704.6 2218.7 2190.5 2181.9
Wine (178, 3, 13) 12192.5 11989.7 11682.7 12250.1 11528.8 11173.2 11218.0 10603.9 10411.7
CMC (1473, 3, 9) 3548.5 3534.7 3517.1 4190.1 4095.6 4025.2 3531.2 3485.6 3416.5
Vowel (871, 6, 3) 73390.8 71504.7 69069.1 100021.5

Bold figures show the best results among others.
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become zero. If all elements in a row of the matrix are zero, they
need to be re-evaluated using series of random numbers within
the interval [0, 1] and then the matrix undergoes the following
transformation without violating the constraints:

Xnormal ¼

l11=
Pc

j¼1l1j � � � l1c=
Pc

j¼1l1j

..

. . .
. ..

.

ln1=
Pc

j¼1lnj � � � lnc=
Pc

j¼1lnj

2
664

3
775 ð13Þ

In FPSO algorithm the same as other evolutionary algorithms,
we need a function for evaluating the generalized solutions called
fitness function. In this paper, Eq. (14) is used for evaluating the
solutions.

f ðXÞ ¼ K
Jm

ð14Þ

therein K is a constant and Jm is the objective function of FCM algo-
rithm (Eq. (4)). The smaller is Jm, the better is the clustering effect
and the higher is the individual fitness f(X). The FPSO algorithm
for fuzzy clustering problem can be stated as follows:

Algorithm 2. Fuzzy PSO for fuzzy clustering:

1. Initialize the parameters including population size P, c1, c2,
w, and the maximum iterative count.

2. Create a swarm with P particles (X, pbest, gbest and V are
n � c matrices).

3. Initialize X, V, pbest for each particle and gbest for the swarm.
4. Calculate the cluster centers for each particle using Eq. (6).
5. Calculate the fitness value of each particle using Eq. (14).
6. Calculate pbest for each particle.
7. Calculate gbest for the swarm.
8. Update the velocity matrix for each particle using Eq. (11).
9. Update the position matrix for each particle using Eq. (12).

10. If terminating condition is not met, go to step 4.

The termination condition in proposed method is the maximum
number of iterations or no improvement in gbest in a number of
iterations.

5. Hybrid fuzzy c-means and fuzzy particle swarm optimization
for clustering problem

The FCM algorithm is faster than the FPSO algorithm because it
requires fewer function evaluations, but it usually falls into local
optima. In this paper, the FCM algorithm integrated with FPSO
algorithm to form a hybrid clustering algorithm called FCM–FPSO
which maintains the merits of both FCM and PSO algorithms.
FCM–FPSO algorithm applies FCM to the particles in the swarm
every number of iterations/generations such that the fitness value
of each particle is improved. The FCM–FPSO algorithm for fuzzy
clustering problem can be stated as follows:
Algorithm 3. Hybrid FCM–PSO for fuzzy clustering:
99394.0 98834.2 68332.5 67872.6 67411.3
1. Initialize the parameters of FPSO and FCM including popula-
tion size P, c1, c2, w, and m.

2. Create a swarm with P particles (X, pbest, gbest and V are n � c
matrices).

3. Initialize X, V, pbest for each particle and gbest for the swarm

4. FPSO algorithm:

4.1 Calculate the cluster centers for each particle using Eq. (6).
4.2 Calculate the fitness value of each particle using Eq. (14).
4.3 Calculate pbest for each particle.
4.4 Calculate gbest for the swarm.
4.5 Update the velocity matrix of each particle using Eq. (11).
4.6 Update the position matrix of each particle using Eq. (12).
4.7 If FPSO terminating condition is not met, go to step 4.
5. FCM algorithm
5.1 Calculate the cluster centers for each particle using Eq.

(6).
5.2 Compute Euclidian distance dij, i = 1, 2, ... , n; j = 1, 2, ... , c;

for each particle using Eq. (5)
5.3 Update the membership function lij, i = 1, 2, ... , n;

j = 1, 2, ... , c; for each particle using Eq. (7).
5.4 Calculate pbest for each particle.
5.5 Calculate gbest for the swarm.
5.6 If FCM terminating condition is not met, go to step 5.

6. If FCM–FPSO terminating condition is not met, go to step 4.

6. Experimental results

6.1. Parameter settings

In order to optimize the performance of the FPSO and FCM–
FPSO, fine tuning has been performed and best values for their
parameters are selected. Based on experimental results these algo-
rithms perform best under the following settings: c1 = c2 = 2.0,
P = 10, w = 0.9 ? 0.1. The FCM terminating condition in Algorithm
1 is when the algorithm cannot improve the generated solution,
the FPSO terminating condition in Algorithm 2 is the maximum
when the algorithm cannot improve the gbest in 1000 consecutive
iterations, the FPSO terminating condition in Algorithm 3 is the
maximum number of iterations 1000 or no changes in gbest in
200 consecutive iterations, and the FCM terminating condition in
Algorithm 3 is the number of iterations 5. Also the FCM–FPSO ter-
minating condition in Algorithm 3 is when the algorithm cannot
improve the gbest in 2 consecutive iterations. In all of algorithms
m, the weighting exponent, is set to 2.

6.2. Experimental results

For evaluating the FCM, FPSO, and FCM–FPSO methods, six well-
known real-world data sets have been considered:
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– Fisher’s iris data set, which consists of three different species of
iris flower. For each species, 50 samples with four features were
collected;

– Glass, which consists of 214 objects and 6 different types of
glasses. Each type has 9 features;

– Wisconsin breast cancer data set, which consists of 683 objects
and 2 categories characterized by 9 features;

– Wine, which consists of 178 objects and 3 different types char-
acterized by 13 features;

– Contraceptive Method Choice (CMC), which consists of 1473
objects and 3 different types characterized by 9 features and

– Vowel data set, which consists of 871 Indian Telugu vowel
sounds, the data set has three features and six overlapping
clusters.

These data sets cover examples of data of low, medium and high
dimensions. These algorithms are implemented using VC++. The
experimental results of over 100 independent runs for FCM and
10 independent runs for FPSO and FCM–FPSO are summarized in
Table 1. The figures in this table are the objective function values
(Eq. (4)).

As shown in this table, the hybrid FCM–FPSO obtained superior
results than others in all of data sets and it can escape from local
optima. Also, the experimental results show that when the size
of data set (number of objects or clusters) is small, the FPSO sur-
passes FCM but with increasing the size of data set, FCM obtains
better results than FPSO.
7. Conclusion

The fuzzy c-means algorithm is sensitive to initialization and is
easily trapped in local optima. On the other hand, the particle
swarm algorithm is a global stochastic tool which could be imple-
mented and applied easily to solve various function optimization
problems, or the problems that can be transformed to function
optimization problems. In this paper, in order to overcome the
shortcomings of the fuzzy c-means we integrate it with fuzzy par-
ticle swarm algorithm. Experimental results over six well-known
data sets, Iris, Glass, Cancer, and Wine, show that the proposed hy-
brid method is efficient and can reveal very encouraging results in
term of quality of solution found.
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